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ABSTRACT

Retail in India has emerged as one of the most dynamic and fast paced industries with several players
entering the market. The data that retail business collect about their customers is one of the
greatest assets of it. Buried within this vast amount of data is all sorts of valuable information that
could make a significant difference to the way in which any business organization run their
business, and interact with their current and prospective customers and gaining the competitive
edge on their competitors.

Data Mining based Association Rules are used in Indian Retail Industry for analyzing the data that
describes transactions, lists of items, etc. The association rules are derived from patterns in a large
datasets to determine which products are frequently purchased together and help in understanding the
buying behaviour. Association results are easy to understand and association rules are easy to use.

Association analysis, commonly referred to as Market Basket Analysis, used by retail industry to group
the items into small sets (e.g. Sets of items that are purchased together) and determine the optimal
locations to promote the products. It can be applied not only to items purchased concurrently but also to
items purchased sequentially. Association rules are frequently used by retail industry to assist in
marketing and sales promotion, shelf management/item bundling (identifying items that are bought
together by sufficiently many customers by processing the point-of-sale data collected with barcode
scanners to find dependencies among items), Inventory management, advertising, discount/promotion
decisions, etc. Retailers organized its merchandise based on buying patterns and information about
associations between products. One illustrative example has been explained with the help of a data
mining tool in the retail sales data (live data).The model with an illustration in this research paper has
been discussed. The research in his paper models for incorporating the Data Mining based Association
Rules in Indian Retail Industry.

INTERNATIONAL JOURNAL OF RESEARCH IN COMMERCE & MANAGEMENT

A Monthly Double-Blind Peer Reviewed Refereed Open Access International e-Journal - Included in the International Serial Directories 186

WWwWWw.ijrcm.org.in



VOLUME NO. 1 (2010), ISSUE NO. 4 (AUGUST) ISSN 0976-2183

E
WIRChy

INTERNATIONAL JOURNAL OF RESEARCH I COMMERCE AND MANAGEMIENT
CONTENTS

Sr. No. Article / Paper Page No.

1 STRATEGIC MARKETING PRACTICES ON THE PERFORMANCE OF FIRMS IN NIGERIAN OIL AND 6
GAS INDUSTRY
DR. S. T. AKINYELE

2. HUMAN RESOURCE SYSTEMS AND ORGANIZATIONAL EFFECTIVENESS: THE CASE OF INDIAN 33
RURAL BANKING
PROF. NEELU ROHMETRA & DR. JAYA BHASIN

3. A COMPARATIVE STUDY ON THE PRICE MOVEMENTS BETWEEN GOLD AND CRUDE OIL 55
BETWEEN 2006 AND 2007
PROF. (DR.) A. OLIVER BRIGHT & KARTHIK

4. RELATIONSHIP BETWEEN FIl, SENSEX AND MARKET CAPITALISATION 97
GAYATHRI DEVI. R & PROF. (DR.) MALABIKA DEO
5. A NOVEL INDEPENDENT COMPONENT ANALYSIS APPROACH FOR BANKRUPTCY PREDICTION 104

USING NEURO-FUZZY NETWORKS
NIDHI ARORA & PROF. (DR.) SANJAY K. VI

6. CHALLENGES FOR IFRS IMPLIMENTATIONS IN INDIA - AN ACCOUNTING REVOLUTION 113
PROF. (DR.) ATUL BANSAL & DR. SHWETA BANSAL

7. EMPLOYEE INVOLVEMENT — A TOOL FOR ORGANIZATIONAL EXCELLENCE 128
DR. SMITHA SAMBRANI

8. PREFERENTIAL TRADING AGREEMENTS: THE CASE FOR ASEAN+4 AS A POTENTIAL TRADE 136
BLOC
DR. VIRENDER PAL, NARESH KUMAR & BALIJIT SINGH

9. A STUDY OF LIQUIDITY, PROFITABILITY AND RISK ANALYSIS OF CEMENT INDUSTRY IN INDIA 142
MS. RAJNI SOFAT

10. BASE RATE: THE NEW BENCHMARK RATE 162
PROF. REKKHA DHIAYA, PROF. HARPREET SINGH & PROF. ANMOL SOI

11. A STUDY OF FACTORS AFFECTING TRAINING DECISIONS OF EMPLOYEES IN SERVICE 171
INDUSTRY: A STUDY WITH REFERENCE TO SELECTED SERVICE INDUSTRY IN NCR
VIJIT CHATURVEDI

12, DATA MINING BASED ASSOCIATION RULES & RFM ANALYSIS IN INDIAN RETAIL SECTOR: AN 186

EMPIRICAL INVESTIGATION
Dr. ANSHUL SHARMA, Prof. (Dr.) M. K. KULSHRESHTHA & Prof. (Dr.) ASHOK AGRWAL

13. FACTORS AFFECTING INDIA’S BALANCE OF PAYMENT (BOP) AFTER LIBERALIZATION (1991) 204
DEBASISH MAULIK

14. INCOME INEQUALITY AND PROGRESSIVE INCOME TAXATION IN CHINA AND INDIA 215
DR. SUNIL GUPTA, DR. VIJITA AGGARWAL & DR. ALKA MITTAL

15. CHALLENGES FACED BY WOMEN ENTREPRENEURS IN A DEVELOPING ECONOMY 221
DR. SHEFALI VERMA THAKRAL

16. MARKET VALUE ADDED: A STUDY IN THE SELECT INDIAN SOFTWARE COMPANIES 227
DR. D. KAMALAVENI & DR. S. KALAISELVI
REQUEST FOR FEEDBACK 245

A Monthly Double-Blind Peer Reviewed Refereed Open Access International e-Journal - Included in the International Serial Directories
Ground Floor, Building No. 1041-C-1, Devi Bhawan Bazar, JAGADHRI — 135 003, Yamuna Nagar, Haryana, INDIA

WWwWWw.ijrcm.org.in




VOLUME NO: 1 (2010), ISSUE NO. 4 (AUGUST) ISSN 0976-2183

CHIEF PATRON
PROF. K. K. AGGARWAL
Founder Vice-Chancellor, G. G. S. Indraprastha University, Delhi
Ex. Pro Vice-Chancellor, Guru Jambheshwar University, Hisar (Hr.)

PATRON
SH. RAM BHAJAN AGGARWAL
Ex. State Minister for Home & Tourism, Government of Haryana
President, Governing Body, Vaish College, Bhiwani
Vice-President, Dadri Education Society, Charkhi Dadri
President, Chinar Syntex Ltd., Bhiwani (Textile Mills)

CO-ORDINATOR
DR. SAMBHAV GARG
Asst. Professor, M. M. Institute of Management
Maharishi Markandeshwar University, Mullana, Ambala, Haryana
ADVISORS
e PROF. M. S. SENAM RAJU
Director A. C. D., S.0.M.S,, I.G.N.O.U., New Delhi
e PROF. M. N. SHARMA
Chairman, M.B.A., Hr. College of Tech. & Mgt., Kaithal
e PROF. PARVEEN KUMAR
Director, M.C.A., Meerut Inst. of Eng. & Tech., Meerut, U. P.
e PROF. S. L. MAHANDRU
Principal (Retd.), Maharaja Agrasen College, Jagadhri
EDITOR
¢ PROF. R. K. SHARMA
Tecnia Inst. of Advanced Studies, Delhi

CO-EDITOR
e DR. ASHOK KHURANA
Associate Professor, G. N. Khalsa College, Yamuna Nagar

A Monthly Double-Blind Peer Reviewed Refereed Open Access International e-Journal - Included in the International Serial Directories 182

WWW.ijrcm.org.in



VOLUME NO: 1 (2010), ISSUE NO. 4 (AUGUST) ISSN 0976-2183

EDITORIAL ADVISORY BOARD

¢ DR. AMBIKA ZUTSHI
Faculty, School of Management & Marketing, Deakin University, Burwood, Victoria, Australia
¢ DR. VIVEK NATRAJAN
Faculty, Lomar University, U.S.A.
¢ PROF. SANJIV MITTAL
U.S.M.S., Guru Gobind Singh I. P. University, Delhi
® PROF. KRISHAN CHAND MITTAL
S.0.M.S., Punjabi University, Patiala, Punjab
¢ PROF. SATISH KUMAR
Dean (Mgt.), Galaxy Global Group of Institutions, Dinarpur, Ambala
e PROF. ROSHAN LAL
M. M. I.M., M. M. University, Mullana
¢ DR. TEJINDER SHARMA
Reader, Kurukshetra University, Kurukshetra
* DR. KULBHUSHAN CHANDEL
Reader, Himachal Pradesh University, Shimla, Himachal Pradesh
¢ DR. SAMBHAVNA
Faculty, I.1.T.M., Delhi
¢ DR. MOHINDER CHAND
Associate Professor, Kurukshetra University, Kurukshetra
¢ DR. MOHENDER KUMAR GUPTA
Associate Professor, P.J.L.N. Govt. College, Faridabad
* DR. VIVEK CHAWLA
Associate Professor, Kurukshetra University, Kurukshetra
¢ DR. VIKAS CHOUDHARY
Asst. Professor, N.I.T. (University), Kurukshetra

ASSOCIATE EDITORS

* DR. SHIVAKUMAR DEENE

Asst. Professor, Govt. F. G. College Chitguppa, Bidar, Karnataka

e SURUCHI KALRA CHOUDHARY
Head, Dept. of Eng., Hindu Girls College, Jagadhri
e PARVEEN KHURANA
Associate Professor, M. L. N. College, Yamuna Nagar
e SHASHI KHURANA
Associate Professor, S.M.S.K.L.G. College, Barara, Ambala

e SUNIL KUMAR KARWASRA

Vice-Principal, Defence College of Education, Tohana, Fatehabad

e BHAVET
Lecturer, M. M. Institute of Management, Maharishi Markandeshwar University, Mullana

TECHNICAL ADVISORS

e MOHITA
Lecturer, Yamuna Institute of Engineering & Technology, Village Gadholi, P. O. Gadhola, Yamuna Nagar, Haryana
e AMITA
Lecturer, B. R. S. K. I. P. S., Safidon, Jind
o MONIKA KHURANA
Associate Professor, Hindu Girls College, Jagadhri
e ASHISH CHOPRA
Sr. Lecturer, Doon Valley Institute of Engineering & Technology, Karnal
e SAKET BHARDWAIJ
Lecturer, Haryana Engineering College, Jagadhri
e NARENDERA SINGH KAMRA
Faculty, J.N.V., Pabra, Hisar
¢ DICKIN GOYAL
Advocate & Tax Adviser, # 874, Sec. - 8, Panchkula
e NEENA
Investment Consultant, Chambaghat, Solan, Himachal Pradesh
¢ CHANDER BHUSHAN SHARMA
Advocate & Consultant, Jagadhri

INTERNATIONAL JOURNAL OF RESEARCH IN COMMERCE & MANAGEMENT

A Monthly Double-Blind Peer Reviewed Refereed Open Access International e-Journal - Included in the International Serial Directories 183

WWwWWw.ijrcm.org.in



VOLUME NO: 1 (2010), ISSUE NO. 4 (AUGUST) ISSN 0976-2183

CALL FOR ARTICLES/RESEARCH PAPERS

We invite original research papers in the area of finance, marketing, HRM, Banking, Insurance, and other allied subjects. The
above mentioned tracks are only indicative, and not exhaustive. The journal expects unpublished and original quality research
articles/papers only.

You may submit your articles/papers at the email addresses, info@ijrcm.org.in or infoijrcm@gmail.com.

GUIDELINES FOR SUBMISSION OF ARTICLE/PAPER

1. COVERING LETTER FOR SUBMISSION:

The Editor
IJRCM

Subject: Submission of Manuscript.

Dear Sir,
Find my submission of research paper/article for possible publications in your e-journal.

I hereby affirm that the content of this manuscript are original. Furthermore it has been neither published elsewhere fully or partially or any
language nor submitted for publication (fully or partially) elsewhere simultaneously.

| affirm that the all author (s) have seen and agreed to the submitted version of the paper and their inclusion of name(s) as co-author(s).

Also, if our research paper/article accepted, |/We agree to comply with the formalities as given on the website of journal.

Name of Corresponding Author (s)
Affiliation:

Mailing address:

Mobile Number (s):

Landline Number (s):

E-mail Address (s):

2. INTRODUCTION: Manuscript must be in English prepared on a standard A4 size paper setting. It must be prepared on a double space
and single column with 1” margin set for top, bottom, left and right. It should be typed in 12 point-Times New Roman Font with page numbers
at the bottom and centre of the every page.

3. MANUSCRIPT TITLE: The title of the paper should be in a 14 point Times New Roman Font. It should be bold typed, centered and
fully capitalised.

4, AUTHOR NAME(S) & AFFILIATIONS: The author(s) full name, affiliation(s), mobile/landline numbers, and email/alternate email
address should be in 10-point Times New Roman. It must be centered underneath the title.

5. ABSTRACT: Abstract should be in fully italicized text, not exceeding 300 words. The abstract must be informative and explain
background, aims, methods, results and conclusion.

6. KEYWORDS: Abstract must be followed by list of keywords, subject to the maximum of five. These should be arranged in alphabetic
order separated by commas and full stop at the end.

7. HEADINGS: All the headings and sub-headings should be in a 12 point-Times New Roman Font. These must be bold-faced, aligned
left and fully capitalised. Leave a blank line before each heading.

8. MAIN TEXT: The main text should be in a 12 point-Times New Roman Font, single spaced, fully justified.

9. FIGURES &TABLES: These must be simple, centered & numbered, and table titles must be above the tables. Sources of data should

be mentioned below the table.

INTERNATIONAL JOURNAL OF RESEARCH IN COMMERCE & MANAGEMENT

A Monthly Double-Blind Peer Reviewed Refereed Open Access International e-Journal - Included in the International Serial Directories 184

WWwWWw.ijrcm.org.in



VOLUME NO: 1 (2010), ISSUE NO. 4 (AUGUST) ISSN 0976-2183

10. REFERENCES: The list of all references should be alphabetically arranged. The author (s) should mention only the actually utilised
references in the preparation of manuscript and they are supposed to Harvard Style of Referencing. The list of all references should be
alphabetically arranged. The author (s) should mention only the actually utilised references in the preparation of manuscript and they are
supposed to follow the references as per following:

L All works cited in the text (including sources for tables and figures) should be listed alphabetically.

o Use (ed.) for one editor, and (ed.s) for multiple editors.

° When listing two or more works by one author, use --- (20xx), such as after Kohl (1997), use --- (2001), etc, in chronologically
ascending order...

o Indicate (opening and closing) page numbers for articles in journals and for chapters in books.

o Note that italics are used only for titles of books and names of journals. Double quotation marks are used for titles of journal articles,
book chapters, dissertations, reports, working papers, unpublished material, etc.

o For titles in a language other than English, provide an English translation in parentheses.

L4 Use endnotes rather than footnotes.

o The location of endnotes within the text should be indicated by superscript numbers.

° For sources which have insufficient details to be included in the Reference, use endnotes (such as interviews, some media sources,

some Internet sources).

See the following for style and punctuation in References:

Books
o Bowersox, Donald J., Closs, David J., (1996), "Logistical Management." Tata McGraw, Hill
o Hunker, H.L. and A.J. Wright (1963), "Factors of Industrial Location in Ohio," Ohio State University.

Contributions to books

L Sharma T., Kwatra, G. (2008) Effectiveness of Social Advertising: A Study of Selected Campaigns, Corporate Social Responsibility,
Edited by David Crowther & Nicholas Capaldi, Ashgate Research Companion to Corporate Social Responsibility, Chapter 15, pp 287-303.

Journal and other articles

o Schemenner, R.W., Huber, J.C. and Cook, R.L. (1987), "Geographic Differences and the Location of New Manufacturing Facilities,"
Journal of Urban Economics, Vol. 21, No. 1, pp. 83-104.

o Kiran Ravi, Kaur Manpreet (2008), Global Competitiveness and Total Factor Productivity in Indian Manufacturing, International
Journal of Indian Culture and Business Management, Vol. 1, No.4 pp. 434-449.

Conference papers

. Chandel K.S. (2009): "Ethics in Commerce Education." Paper presented at the Annual International Conference for the All India
Management Association, New Delhi, India, 19-22 June.

Unpublished dissertations and theses

. Kumar S. (2006): "Customer Value: A Comparative Study of Rural and Urban Customers," Thesis, Kurukshetra University.

Online resources

o Always indicate the date that the source was accessed, as online resources are frequently updated or removed.
Website
o Kelkar V. (2009): Towards a New Natutal Gas Policy, Economic and Political Weekly, Viewed on 11 September 2009

http://epw.in/epw/user/viewabstract.jsp

INTERNATIONAL JOURNAL OF RESEARCH IN COMMERCE & MANAGEMENT

A Monthly Double-Blind Peer Reviewed Refereed Open Access International e-Journal - Included in the International Serial Directories 185

WWwWWw.ijrcm.org.in



VOLUME NO: 1 (2010), ISSUE NO. 4 (AUGUST) ISSN 0976-2183

Retail industry is adopting the use of loyalty cards. Rewarding customers who are frequent buyers
encourage them to do even more of their shopping at that retail store and make them less likely to buy
from the competitor. RFM analysis uses three metrics viz. Recency, Frequency and monetary to evaluate
the customer behaviour and customer value. The author has done the RFM analysis on the live
customer’s historical large dataset of a retail store. The paper demonstrates the RFM analysis with
empirical evidence.

KEYWORDS

Association Rules, RFM, Data Mining; DM, Customers, Retail sector.

1. INTRODUCTION

In the recent years the significant changes are done in the retail industry which has important
implications on DM. Retail industry is using information technology (IT) for generating, storing and
analyzing mass produced data not only for operational purposes but also for enabling strategic decision
making to survive in a competitive and dynamic environment. DM helps in reducing information
overload along with the improved decision-making by searching for relationships and patterns from the
huge dataset collected by organizations. It enables a retail industry to focus on the most important
information in the database and allows retailers to make more knowledgeable decisions by predicting
future trends and behaviours.

The extraction of association rules from large databases has proven beneficial for companies since such
rules can be very effective in revealing actionable knowledge that leads to strategic decisions. With
competition for shelf space intensifying, there is a pressing need to provide shoppers with a highly
differentiated value proposition through ‘right product mix in right time amount at right time’ (Bala,
2008). Mining or extracting association rules from structured and unstructured data collected from
customer transaction database will be tremendous importance for taking strategic decisions in retail
industry. Since an organization have thousands of items, only few of them deserve management’s
closest attention. Knowledge of purchase pattern will be an important input for developing association
rules. Association rule correlates one set of items with another set of items. Association rules generated
are derived from the patterns in a particular dataset. The discovery of such association rule can help
retailers to develop marketing strategies by gaining insight into, which items are frequently purchased
together by customer. Data mining is used to find new, hidden or unexpected patterns from large
volume of historical data, typically stored in a data warehouse (Bala, 2008). Knowledge discovered using
data mining helps in more effective strategic decision making.

The arrival of retail boom caused the global technology vendors to quickly get into the marketplace with
solutions that claim to make retailers’ lives simpler. Retailers have to put in great efforts to really know
their customers. Retail industry emphasized on quick delivery of customer focused services (offers,
promos, etc) since adapting to customer needs in a very limited period of time is also very important.
Retailers continuously get the advantage from information collected from customers’ transactions. Hence
requirements of retail, technology wise would encompass business intelligence, data
mining/warehousing, and other similar technologies since using these, retailers can constantly benefit
from newly observed trends based on user purchases (Sohoni, 2007). The changing consumption
patterns trigger changes in shopping styles of consumers and also the factors that drive people into stores
(Kaur and Singh, 2007). Hou and Tu (2008) addressed that the managers in the contemporary marketing
must importantly identify potential customer relationships to positively affect corporate performance.
Ranjan and Bhatnagar (2008) opinioned that the optimization of revenue can be accomplished by a
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better understanding of customers, based on their purchasing patterns and demographics, and
better information empowerment at all customers touch points, whether with employees or other
media interfaces. With the retail boom, companies are likely to deploy IT tools that help them
enhance the end-customer’s experience. Jones and Ranchhod (2007) expressed that the strategic focus is
required on the real complexity of the relationship that organizations are initially able to establish with
customers. Sangle and Verma (2008) opinioned that the customer relationship management unites the
potential of marketing strategies and IT to create profitable, long-term relationships with customers and
helps in enhancing the opportunities to use data and information to both understand customers and
co-create value with them.

2. LITERATURE REVIEW

Dennis (2001) explored the customer knowledge management framework for shopping centers using
Data mining. Terrovitis and Vassilliadis (2003) present the architecture of a pattern base management
system that can be used to efficiently store, and query patterns. Van der Aalst (2003) introduces the
concept of workflow mining and presents a common format for work flow logs. van der Aalst (2003)
introduce the concept of workflow mining and present a common format for work flow logs. List and
Machaczek (2004) illustrates how a data warehouse can be used to facilitate a Corporate Performance
Measurement System by the integration of business process performance information into a traditional
data warehouse that generally represents only the functional organization. Pan (2005) find out the state
of IT adoption and factors that affect IT adoption in Chinese retail companies. Wong et al. (2005)
developed a method to select inventory items from association rules which gives a methodology to
choose a subset of items which can give maximal profit with the consideration of cross- selling effect.
Marketos and Theodoridis(2006) proposed a framework for measuring the performance in the retail
industry. Tvrdikova(2007) discussed the issues of business intelligence applications to support decision
making. Bala(2008) models for incorporating purchase dependencies in retail multi-item inventory
management. Bhanu and Balasubramanie (2008) explored the predictive modeling of inter-transaction
association rules from a business perspective. Srivastava(2008) build a picture of the changes in retail
taking place in India. Cross-selling is the strategy of pushing new products to current customers based
on their past purchases.

3. RESEARCH METHODOLOGY

The customer transaction data is very valuable asset for any company hence the need for research design
was felt. So, the data for this paper was collected in two phase. First the primary data is collected
through various sources which include personal interviews, surveys and filled questionnaire, review the
available online software packages, attending conferences and seminars, etc. Secondary data is collected
through studying the literature related to research that is available in various journals, books, magazine,
websites, established doctoral thesis, etc. The authors got the customer transaction database of one retail
firm (name masked) which is analyzed with the help of data mining tool Statisca and SPSS’ Clementine. The
basic objective is to study the advantages of association rules using DM in Indian retail industry with the
help of an empirical study.

4. INDIAN RETAIL INDUSTRY

The increased globalization, market saturation, and increased competitiveness give rise to mergers and
acquisitions. Indian retailers are seeking competitive advantages by better improving relationships with
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customers which has taken on new life. Rogers (2005) addressed that the companies recognize that
customer relationships are the underlying tool for building customer value, and they are finally
realizing that growing customer value is the key to increasing enterprise value.

The retail sector is growing rapidly in the Indian scenario as well as globally. With the Indian retail sector
booming, it brings immense opportunities for foreign as well as domestic players. The changing lifestyle
of the Indian consumer makes it essential for the retailers to understand the patterns of consumption.
The changing consumption patterns trigger changes in the shopping styles of consumers and also in
the factors that drive people into stores (Kaur and Singh, 2007). The Indian retail has been transformed
due to the attitudinal shift of the Indian consumer in terms of choice preference, value for money and
the emergence of organized retail formats. Rising incomes, increased advertising, and a jump in the
number of women working in the country's urban centers have made goods more attainable and
enticing to a larger portion of the population. At the same time, trade liberalization and more
sophisticated manufacturing techniques create goods that are less expensive and higher quality (Hanna,
2004). Pande and Collins (2007) explored to centralize the retail supply chain in India with the goal to
improve overall retail business in India.

Vector (2007) explored that the Retail is India’s largest industry with the market size of around US $312
billion in which organized retailing comprises only 2.8 per cent of the total retailing market and is
estimated at around USS 8.7 billion. The organized retail sector is expected to grow to US $ 70 billion by
2010. FICCI Retail Report (20007) reported that the estimates predict that the overall size of the retail
sector in India is expected to touch US$427 billion by 2010 and USS$637 billion by 2015 with the modern
segment expected to account for 22 per cent by 2010, up from the present four per cent.

5. DATA MINING

Data Mining is a process of analyzing the data from different perspectives and presenting it in a
summarized way into useful information. It extracts patterns and trends that are hidden among the data.
It is often viewed as a process of extracting valid, previously unknown, non-trivial and useful information
from large databases (Rao, 2003). Han and Kamber (2007) expressed that the DM is extracting or mining
knowledge from large amount of data. Feelders et al. (2000) opinioned that the DM is the process of
extracting information from large data sets through the use of algorithms and techniques drawn
from the field of statistics, machine learning and database management systems. Noonan (2000)
explained that DM is a process for sifting through lots of data to find information useful for decision
making. It helps in predicting the future of the business. It can make the improvement in every industry
throughout the world. The data can be mined and the results can be used to determine not only what the
customers wants, ‘but to also predict what they will do. West (2005) addressed that by relying on the
power of data mining, retailers can maintain the consistency and accuracy of their underwriting decisions;
they can significantly reduce the impact of fraudulent claims; and can have a better understanding of their
customer’s wants and needs. It can be used to control costs as well as contribute to revenue increases
(Two Crows Corporation, 2005).

The DM software uses the business data as raw material using a predefined algorithm to search
through the vast quantities of raw data, and group the data according to the desired criteria that can
be useful for the future target marketing (Ahmed, 2004). DM involves the use of predictive
modeling, forecasting and descriptive modeling techniques. By using these techniques, a retail firm can
proactively manage customer retention, identify cross-sell and up-sell opportunities, profile and segment
customers, set optimal pricing policies, and objectively measure and rank which suppliers are best suited
for their needs (Bhasin, 2006). DM applications automate the process of searching the huge amount of
data to find patterns that are good predictors of purchasing behaviors. After mining the data, marketers
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must feed the results into campaign management software that manages the campaign directed at the
defined market segments (Thearling, 2007).

Wang and Wang (2007) pointed out that the DM techniques for the online customer segmentation helps
in clustering the customers on the basis of the characteristic that they show while purchasing the product
online or surfing the net. Chen, Wu and Chen (2005) effectively discovered the current spending pattern
of customers and trends of behavioral change by using DM tools, which would allow management to
detect in a large database potential change of customer preference, and provide products and services
faster as desired by the customers to expand the client base and prevent customer attrition. Pan et al.
(2007) found that the problem of classification of the customer is cost sensitive in nature. Consumer-
focused companies with sizable caches of information on current and potential customers such as
retailers are ideal for data mining technology (Cowley, 2005).

Chen and Liu (2005) focused on enhancing the functionality of current applications of DM. Berry and
Linoff (2001) expressed that only through the application of DM techniques can a large enterprise hope to
turn the myriad records in its customer databases into some sort of coherent picture of its customers.
It can also be used to locate individual customers with specific interests or determine the interests of a
specific group of customers (Guzman, 2002). Berman and Evans (2008) opinioned that DM is used by
retail executives and other employees-and sometimes channel partners to analyze information by
customer type, product category, and so forth in order to determine opportunities for tailored marketing
efforts that would lead to better retailer performance.

6. MODEL DEVELOPMENT

The model proposed has been depicted in the following figurel for measuring and managing the
performance in the retail sector. The source data module containing customer database, transactional
database and other databases can be used as the input to the system for mining association rules
(patterns).The model can integrate data from heterogeneous sources and data warehouse can be
formed. Activity monitoring module is concerned with the real time information. It controls and updates
KPIs and verifies that corporate rules are satisfied by triggering Business Rules Manager. KPlIs can also be
verified for satisfying predefined Business Rules. Violation of business rules can trigger alerts in the
enterprise portal. Data mining engine have a set of techniques and algorithms for identifying patterns on
the data warehouse. Sequence of purchase, routes of purchase, identifying churners and non-churners,
correlations between products, prediction of the product demand, customer segmentation, identifying
the switching behaviour of the customers are few of the tasks that can be applied on the shopping
transactional data. Patterns are extracted from the heterogeneous data sources by applying the data
mining techniques contained in the data mining engine. Frequent item sets, association rules extracted
from warehouse data are typical example of patterns. Enterprise portal containing the business and
customer analytics, Process analytics and alerts and KPIs is the proposed output which is validated and
then used in Decision Support System (DSS). Data mining facilitated by data warehousing, addresses the
need of strategic decision making. Knowledge discovered from data mining can be used in DSS and can
be used by the users in various positions after implementation.

One live example in the following section has been illustrated where association rules have been mined
using a data mining tool named Statisca Data Miner. The proposed model is as follows:
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Figurel: Proposed Model

7. EMPIRICAL INVESTIGATION USING DATA MINING

The data collected from the retail firm (name masked) is analyzed with the help of a data mining tool.

7.1 Association Rules: Empirical investigation

The analysis was performed on the live large dataset of customer transactions of a retail outlet using a
data mining tool Statisca Data Miner.

Association rules are generated of the general form if Body then Head, where Body and Head stand for
single codes or text values (items) or conjunctions of codes or text values. The major statistics computed
for the association rules are Support (relative frequency of the Body or Head of the rule), Confidence
(conditional probability of the Head given the Body of the rule), and Correlation (support for Body and
Head, divided by the square root of the product of the support for the Body and the support for the
Head). These statistics can be summarized in a spreadsheet, as shown below:
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STATISTICA - [Workbook2* - Summary of association rules (Spreadsheet3)]
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7] PULSES & GRAINS == yes ==3 BISCUTS == yes 1211621 4157529 4645885
18] PULSES & GRAINS == yes ==> READYTOEAT==yes 1231254 4224888 4397702
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Figure2: Tabular Representation of Association Rules

This results spreadsheet shows an example of how association rules can be applied to mining tasks. The
values for support, confidence, and correlation are expressed in percent.

From the above spreadsheet, the association rule If (Fruit=yes AND Pulses & Grains=yes) then
vegetable=yes have the maximum confidence and the rule If Fruit=yes then vegetable=yes have the

maximum support value and correlation value.

Though above rules is a very common combination, few unexpected rules are also extracted with a good
confidence value, some of them are as follows:

If Bakery=yes then vegetables=yes,

If Dairy Products=yes then vegetables=yes,
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If ready to eat=yes then vegetables=yes,

If Beverages=yes then vegetables=yes

These rules can be reviewed in the graphical format depicted as follows:

STATISTICA - [Workbook2* - Association rules network]
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AQ: Resuilts - Spread! ﬁg_Fa:tor Analysis : Spreadsh...!
Ready |Spreadshests | CAF |NUM [E

Figure3: Association Rules Network, 2D

In this graph, the support values for the Body and Head portions of each association rule are indicated
by the sizes and colours of each. The thickness of each line indicates the confidence value (conditional
probability of Head given Body) for the respective association rule; the sizes and colours of the circles in
the centre, above the Implies label, indicate the joint support (for the co-occurrences) of the respective
Body and Head components of the respective association rules.

Hence, in this graphical summary, the strongest support value was found for vegetable=yes which was
associated with FRUITS=yes, BEVERAGES=yes, DAIRY PRODUCTS=yes, PULSES AND GRAINS=yes. The
absolute frequencies with which individual codes or text values (items) occur in the data are often not
reflected in the association rules; instead, only those codes or text values (items) are retained that show
sufficient values for support, confidence, and correlation, i.e., that co-occur with other codes or text
values (items) with sufficient relative(co-)frequency

If we increase the minimum correlation value from 40% to 50%, we get the clearer picture as shown
below:
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Figure4: Association rules Network

. The association rules derived can be graphically summarized in 3D association network display as well
as shown below.
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STATISTICA - [Workbook1_[Recovered).stw™ - Association rules network, 3D]
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Figure5: Association Rules Network, 3D
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As in the 2D Association Network, the support values for the Body and Head portions of each association
rule are indicated by the sizes and colors of each circle in the 2D. The thickness of each line indicates the
confidence value (joint probability) for the respective association rule; the sizes and colors of the
"floating" circles plotted against the (vertical) z-axis indicate the joint support (for the co-occurences) of
the respective Body and Head components of the association rules. The plot position of each circle along
the vertical z - axis indicates the respective confidence value. Hence, this particular graphical summary
clearly shows two simple rules: Customer who purchases vegetables also purchases fruits, and vice
versa. Customer who purchases pulses and grains also purchases spices powder and whole, and vice
versa.

STATISTICA - [Workbook1_(Recovered). stw™ - Frequent item sets computed [Spreadsheet3]] MEES
File Edt Yiew [nset Fommat Statisics DataMining Graphs Tools Data ‘Workbook Enterprise MWindow Help ;|g|5||
DEERE| SR 4 R0 o |#h sddinWakack - Addtaeport - Addtahts Word - £ | @ K2
[P Flfnzl|e 7z u|=s==w|a o G- | =t o i @ | £ =2 B2 vas - Cases - [BEE] BB .

?_g”;::;;;aﬁ?;:; Freguent item sets computed (Spreadshest) ==
Min. support = 10.0%, Min. confidence = 40.0%, Min. correlation = 50.0% =
=g Association e = =
T Assaciatior Max. size of body =10, Max. size of head = 10
B 50 Association Rules (| Frequent itemsets | Fregquency | Support(%) --

2550 Assaciation e 1 BEWERAGES == ves! 11730.000 24 49977
[ summany 0|2 | COSMETICS == yes  7538.00  15.95305 [N I s I
Frequen it BN DAIRY PRODUCTS == yes  10432.00
-2 Summary o 4| FRUIT == yes  18860.00
(i Associatior |5 | MISCELLANEOUS == yes 9638.00
- Associatior 6| WASHING & BATH SOAR/POWDERS == yes 8644.00
7 | BISCUITS == yes  11169.00
= CHOCOLATES IND & IMP == yes 95658.00
19 | READY TO EAT==yes  12878.00
|10 | WEGETABLE == yes  24451.00
|11 | WAFFERS & MAMKEENS == yes  11028.00
12 | FROZEN PRODUCTS == yes 539200 1126786 i i
113 | HYGINE & CLMIG == yes  &702.00 1209741 B
14 | COOKING MEDIUM == yes 8563100 1185645 B s
15 | PULSES & GRAINS == yes 1395300 2914252 B
15 | SPICES POWDER & WHOLE == yes 879800 183757 B
117 | BAKERY == yes 1050900 2194954 B
15 | CHEESE & BUTTER == yes 513200 1073353
19| TEA & COFFEE == yes 497200 1038473 000 i
120 | BEVERAGES == yes, FRUIT == yes 5640.00
121 | BEWERAGES == yes, VEGETABLE == yes 6594.00
|22 | DAIRY PRODUCTS == yes, FRUIT == yes 458858.00
|23 | DAIRY PRODUCTS == yes, VEGETABLE == yes B506.00
|24 | FRUIT == yes, BISCUITS == yes 5393.00
|25 | FRUIT == yes, READY TO EAT == yes B023.00
|26 | FRUIT == yes, VEGETABLE == yes  13412.00
|27 | FRUIT == yes, WAFFERS & MAMKEENS == yes 5215.00
|25 | FRUIT == yes, PULSES & GRAINS == yes BE57.00
Fv; — LA g AT ey - ___ﬁ_l
4 _,I Summary of aszacistion rules [Spreadshestd] Frequent item sets computed [Spreadshestd] Summary of azzociation les [Spreadshestd] | @ Asgsociation rules ne 4 | »
Feady [Spreadsheet] [ C1W1 [ BEVERAGES == yes | [ [CEF [HUM [E

Figure 6: Frequent Item sets

The spreadsheet above demonstrates the frequent item set with the support values. From the table it is
clear that vegetables has the maximum frequencies followed by fruits, pulses & grains, biscuits,
beverages, etc.

7.2. RFM ANALYSIS

RFM stands for recency, frequency, and monetary value. This technique uses these three metrics to
evaluate customer behavior and customer value (Kumar, 2006). Recency is a measure of the time lag
since the customer has purchased last from your business or how recently a customer has purchased.
Recency can be measured in weeks, months, quarters, fiscal years, etc. Frequency is the quantity or
volume of items or services purchased in a certain defined period. It can be single units or perhaps
aggregated in deciles or whatever meaningful grouping. Monetary value is a numeric currency figure
representing the value of each of the frequency units or aggregated units that were purchased.
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Aggelis and Christodoulakis (2005) addressed that the RFM analysis is a method to identify high-
response customers in marketing promotions, and to improve overall response rates, Smith (2006)
expressed that the analysis of customer data is the key component for the success of CRM.

The RFM analysis is depicted in the following figure:
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Figure 7: RFM Analysis using SPSS Clementine tool

RFM Aggregate enables to take a customer’s historical transactional data and combine that data into a
single row that lists when they last dealt with the retailer,how many transactions they have made and
the total monetary value of those transactions.RFM Analysis then enables the retailer to further analyse
this prepared data.The results of the RFM Analysis is shown in the following figure:
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Figure 8 Results

By default, the highest importance when calculating scores is given to the recency data, followed by
frequency, and then monetary. If required, it can be amended by changing the weights.

Kumar (2006) explained that the relative weights of R, F, and M are computated using regression
techniques and then those weights are used for calculating the combined effects of RFM. The RFM score
is calculated as follows:

(Recency score x Recency weight) + (Frequency score x Frequency weight) + (Monetary score x
Monetary weight). RFM score can be considered as the weighted sum of the recency, frequency, and
monetary value scores for a customer. The RFM score tell the retailer which customers are more
profitable to the company. The retailer can identify the promotional target customers with the highest
RFM score. RFM analysis is considered significant for the retail industry. A customer who has visited a
retailer Recently (R) and Frequently (F) and made a lot of Monetary Value (M) through payment and
standing orders is very likely to visit and make payments again. After evaluation of the customer's
behaviour using specific RFM criteria the RFM score is correlated to the retailer interest, with a high
RFM score being more beneficial to the retailer currently as well as in the future.
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Kahan and Kahan (1998) opinioned that the RFM is a powerful behavioral analysis technique which is
easy and cost-effective, providing the customer and transactional information stored in an accessible
electronic form which helps the database marketers to effectively use electronically captured
information leading to three types of benefits: increased response rates; lowered cost per order; and
greater profit.

Ghazanfari et al. (2008) developed a novel country segmentation methodology based on Recency (R),
Frequency (F) and Monetary value (M) variables. After the variables are calculated, clustering methods
are used to segment countries and compare the results of these methods by three different criteria.
Customers are classified into four tiers: Top-active, Medium-active, New customer and Inactive. Then a
customer pyramid is drawn and the customer value is calculated. Consequently, the data are used to
analyze the relative profitability of each customer cluster and the proper strategy is determined for
them. The key component to successful RFM is good record-keeping and tapping into these three
measures of customer behavior - recency, frequency, and monetary - will put their increasingly rich
insights to work to improve the fundraising results of a firm (BlackBaud, 2004). Kitayama (2002)
explained an example of marketing method to establish customer strategies, using data mining
technique based on customer profile data.

MANAGERIAL IMPLICATIONS

Managers can develop profiles of customers with certain behaviors, for example, those who purchase
designer labels clothing or those who attend sales. This information can be used to focus cost—effective
promotions. They can perform basket analysis through they can identify which items customers tend to
purchase together. This knowledge can improve stocking, store layout strategies, and promotions. They
can do Sales forecasting which helps in examining time-based patterns to make stocking decisions.
There are various benefits to managers by implementing our model.

DIRECTIONS FOR FUTURE RESEARCH

The application of the proposed model in other industries could be a task of future work.

SUMMARY AND CONCLUSIONS

Data mining is a tool used to extract important information from existing data and enable better
decision-making throughout retail industry. They use data warehousing to combine various data from
databases into an acceptable format so that the data can be mined. The data is then analyzed and the
information that is captured is used throughout the organization to support decision-making. The retail
industry is also realizing that data mining could give them a competitive advantage. The leading
corporate in India have recognized that the business world is knowledge —intensive with innovative —or-
die approaches. All corporate utilize the technology for storing and managing enterprise related data.
Those retailers that have realized the utility of data mining and are in the process of building a data
mining environment for their decision-making process will reap immense benefit and derive
considerable competitive advantage to withstand competition in future. Data mining is a very
powerful tool that should be used with utmost care for increasing customer satisfaction,
providing best, safe and useful products at reasonable and economical prices. This should be
used for making the business more competitive and profitable. Data mining should be used in
any way that affects the privacy of common man, so that the confidentiality and individuality of
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human being is preserved. It should not be used in any way that may cause undue hardship, financial
loss or emotional setback.
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